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Diverse Array of Tasks

● 49 Atari 2600 games
● the same network architecture and 

hyperparameters
● pixels and the game score as inputs



  

Q function



  

Deep Convolutional Network



  

Training Algorithm Modifcations

● RL is known to be unstable for a nonlinear 
function approximator

● separate network for generating the targets  for 
the Q-learning update

● experience replay



  



  

Variants

● Double Q-learning, corrects tendency to 
overestimate action’s values

● Prioritized Replay, somehow improves the 
experience replay 

● Dueling DQN, one estimates the value at a time 
step, other calculates advantages of an action
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